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Introduction 

We are living in an age of information overload — yet somehow, many of 
us feel less informed than ever. 

Every day, we’re bombarded with headlines, hot takes, viral posts, and 
breaking news. But hidden within that flood is a troubling truth: a 
growing number of those messages aren’t designed to inform — they’re 
designed to manipulate. Propaganda, misinformation, and emotionally 
charged spin have become so common that it's increasingly difficult to 
separate what's real from what's rhetorical. 

This short guide is one piece of a larger mission: to help people 
think more critically, ask better questions, and ultimately become 
better citizens. It’s part of a broader effort, alongside the Policy 
Pulse newsletter, to equip people with the tools they need to recognize 
when they’re being played — and to push back with clarity, calm, and 
conviction. 

Our goal is not to tell you what to think, but to encourage how to 
think. Real truth matters — even when it’s inconvenient, 
uncomfortable, or challenges what we want to believe. In an era 
dominated by outrage and polarization, we must be willing to pause, 
verify, and reason through complexity. We need to be open to 
discourse, not dogma. We need to argue based on facts, not feelings, 
and act with practical sense, not just party loyalty. 

Propaganda thrives on our unexamined emotions. It feeds on our 
reflexes. But if we can slow down, ask better questions, and use the 
tools at our disposal, we can cut through the noise and come out 
stronger, smarter, and more connected. 

Thank you for reading this. Thank you for caring about the truth. 

— Randall Thomas 
 April 22, 2025 
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Recognizing and Resisting Propaganda in News 
and Social Media 

Propaganda is not a relic of the past – it’s an active force in our 
modern information landscape. At its core, propaganda is a form of 
communication aimed at influencing opinions and behaviors in a 
targeted way. Unlike straightforward education or advertising, 
propaganda often presents information selectively or emotionally to 
serve an agenda. For example, scholars Garth S. Jowett and Victoria 
O’Donnell define propaganda as the “deliberate, systematic attempt to 
shape perceptions, manipulate cognitions, and direct behavior to 
achieve a response that furthers the desired intent of the 
propagandist”. This means propaganda campaigns carefully craft 
messages – sometimes using facts, half-truths, or lies – to steer how 
people think and act. Harold Lasswell, a pioneer in communication 
theory, similarly described propaganda as the management of collective 
attitudes by the manipulation of significant symbols (What is 
Propaganda? | - University of Illinois at Urbana-Champaign). 

In simple terms, propaganda is about controlling public opinion 
through messaging, often by tapping into symbols or values people hold 
dear (like patriotism, freedom, security, etc.). It’s important to 
note that propaganda isn’t always outright falsehood; as one World War 
II propagandist put it, “the art of propaganda is not telling lies, but 
rather selecting the truth you require and giving it mixed up with some 
truths the audience wants to hear”. This selective use of truth – 
sometimes called cherry-picking or card stacking – is a hallmark of 
effective propaganda. 

In the sections below, we’ll explore how propaganda 
operates today (in the U.S. and globally), how to spot 
common propaganda and misinformation tactics, strategies 
to reduce their influence on our thinking, and 
tools/resources for fact-checking and verification. 

Pictured: A World War I propaganda poster urging 
Americans to buy Liberty Bonds, blending patriotism with 
fear. Propaganda often uses emotionally charged imagery 
and slogans to rally public support. 

https://publish.illinois.edu/mirasotirovic/whatispropaganda#:~:text=,52
https://publish.illinois.edu/mirasotirovic/whatispropaganda#:~:text=,52
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Propaganda in the Modern Media Landscape 

Propaganda has evolved with technology. In the 20th century, it spread 
through posters, radio, and television; today, it proliferates across 

24/7 news and social media feeds. U.S.-based 
news and social media have seen an uptick in 
orchestrated misinformation campaigns in recent 
years. During the 2020 U.S. election cycle, for 
instance, Russia’s cyber operatives used social 
media to erode trust in the electoral process – 
they spread narratives denigrating mail-in 
voting and alleging voter fraud, which 
dovetailed with domestic misinformation (the 
“Big Lie” that the election was stolen). This 
fusion of foreign disinformation and domestic 
propaganda had real impacts: by sowing doubt 
about election integrity, it undermined public 
confidence in democracy. 

The COVID-19 pandemic provided another breeding 
ground for propaganda and conspiracy theories in the U.S., as false 
claims about vaccines, miracle cures, or the virus’s origins spread 
widely, often amplified by partisan media or viral social posts. 

On a global scale, propaganda and disinformation campaigns are rampant 
and increasingly organized. A 2019 study by the Oxford Internet 
Institute found that “organized social media manipulation campaigns are 
now prevalent in 70 countries around the world,” more than double the 
number from just two years prior (OII | Use of social media to 
manipulate public opinion now a global problem, says new report). 
Authoritarian governments as well as political parties in democracies 
have deployed “cyber troops” to shape public opinion online. Their 
tactics include fake social media accounts (bots or trolls), 
coordinated misinformation floods, and mass content sharing to drown 
out opposing views. Notably, at least 45 democracies saw political 
parties or politicians using computational propaganda tools (like fake 
followers or manipulated media) to boost support, while 26 
authoritarian states used these methods to suppress dissent and stifle 
press freedom. 

https://www.oii.ox.ac.uk/news-events/use-of-social-media-to-manipulate-public-opinion-now-a-global-problem-says-new-report/#:~:text=Organised%20social%20media%20manipulation%20campaigns,new%20Oxford%20Internet%20Institute%20report
https://www.oii.ox.ac.uk/news-events/use-of-social-media-to-manipulate-public-opinion-now-a-global-problem-says-new-report/#:~:text=Organised%20social%20media%20manipulation%20campaigns,new%20Oxford%20Internet%20Institute%20report
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Foreign influence operations also cross borders: countries such as 
China, Russia, Iran, and Saudi Arabia have been identified running 
covert social media campaigns to influence opinions beyond their own 
borders. For example, Russia’s well-documented Internet Research 
Agency conducted influence campaigns on U.S. social media in the 2016 
election, and China has emerged as a major player using Western social 
platforms to push favorable narratives abroad. The digital age has 
supercharged propaganda’s reach – a false tweet or a misleading video 
can go viral globally within hours. This ubiquity makes it ever more 
important for everyday news consumers to recognize propaganda tactics 
and guard against them. 

Lately there has been a shift from overt propaganda to what is now 
termed “Cognitive Warfare”. The war for hearts and minds has become 
the weapon of choice across the world. Cognitive warfare represents 
the next evolution of propaganda — one in which the battle isn’t for 
land or power, but for perception, truth, and trust. Using bots 
powered by LLMs and retrieval-augmented generation (RAG), foreign 
actors can insert tailored disinformation at a scale and pace no human 
operation could match — reaching and reshaping thought before most 
people know it’s happening.  
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Social Media – The New Battlefield of the Mind 

In the past, propaganda was broadcast. Today, it’s embedded — in every 
scroll, every comment, every share. 

Social media has fundamentally reshaped how propaganda is created, 
distributed, and consumed. What once relied on top-down messaging 
through radio and print now flows through decentralized, 
algorithmically driven feeds — feeds that are tailored to your 
behavior, emotions, and attention span. The result is a deeply 
personalized battlefield where influence is subtle, constant, and 
scalable. 

Platforms like TikTok, Instagram, and YouTube aren’t just 
entertainment hubs — they’ve evolved into primary sources of news, 
opinion, and ideology, especially among younger demographics. The 
viral content model they rely on makes them especially vulnerable to 
exploitation by bad actors. 

From Network to Broadcaster: The Rise of the Algorithmic 
Feed 

TikTok in particular has emerged as a powerful vector 
for state-sponsored disinformation. No longer simply 
a social network, TikTok now functions as a broadcast 
media platform, driven not by social connections but 
by a behavior-based recommendation engine called the 
Monolith algorithm. 

This system curates and pushes content based solely 
on your watch habits, shares, likes, and comments — 
creating an endless loop of emotionally engaging 
content, regardless of truth. This creates a fertile 

environment for disinformation, especially when foreign actors like 
Russia’s GRU (Main Intelligence Directorate) target it intentionally. 

As highlighted in the Information Professionals Association’s 2025 
report, Russian operatives have weaponized TikTok through large-scale 
disinformation campaigns powered by advanced AI tools, aiming to 
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destabilize democratic norms and fracture societal cohesion by 
undermining public trust in institutions (IPA, 2025). 

“The GRU’s tactics signify a shift toward cognitive warfare, 
exploiting the viral nature of social media to achieve a 
scale of psychological impact previously unattainable with 
traditional propaganda methods.” 
 — Countering Cognitive Warfare in the Digital Age, 
Information Professionals Association (2025) 

Comment Infiltration: The New Vector of Influence 

One of the most effective tactics isn’t flashy video content — it’s 
comment threads. 

By exploiting TikTok’s engagement algorithms, 
propagandists insert AI-generated misinformation 
into comment sections where real users are most 
likely to engage. This tactic relies on the 
social proof heuristic — the human tendency to 
trust highly engaged content. 

As the IPA report explains, these comments are: 

● Contextually relevant 
● Strategically timed 
● Generated at a volume that no human could 

match 

This is cognitive warfare at machine speed — a feedback loop of 
engagement, algorithmic reinforcement, and growing misinformation 
visibility. 

The Rise of Cognitive Warfare 

The term cognitive warfare is not a metaphor — it’s now a recognized 
threat model. In this new landscape, the goal isn’t just to lie — it’s 
to overload. To confuse. To exhaust. To break down trust in 
everything: elections, media, science, even reality itself. 

https://information-professionals.org/countering-cognitive-warfare-in-the-digital-age/
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Platforms like TikTok — designed for frictionless consumption and 
addictive engagement — are tailor-made for this kind of conflict. And 
the tactics we’re seeing are designed not to win arguments, but to 
erode faith in the idea that truth can even be found. 

As the IPA puts it: 

“The defense of the informational commons is a critical front 
for preserving democracy and national security in the digital 
age.” 

Why This Matters 

If you’re wondering why this matters — here it is, plainly: 

You don’t have to click on propaganda for it to reach you. 
You just have to scroll. 

Propaganda today doesn’t knock on your door. It’s already inside — in 
the comments you read, the recommendations you trust, the videos you 
don’t even remember watching. The fight for truth has moved into the 
feed, and it’s happening whether you notice or not. 

To resist, we must learn. To defend, we must be aware. 

TikTok, and platforms like it, are not just entertainment. They are 
terrain. The next generation of conflict is not fought on land or sea 
— it’s fought in the space between your eyes and your screen. 
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How to Spot Propaganda and Misinformation 
Tactics 

Propagandists and spreaders of misinformation (false or misleading 
information) use a variety of techniques to manipulate public opinion. 
Being aware of these tactics is the first step in resisting them. 

The following 4 sections are taught in Rand Waltzman’s lecture series 
“Defense Against the Dark Arts of Mass Manipulation through New Media”. 

Let’s begin with the structure of deception.  

The Structure of Deception 

● Dissimulation (hiding the real): 
○ Masking: Making the truth 

invisible by hiding 
distinctive features. 

○ Repackaging: Disguising 
reality by altering its 
characteristics to appear as 
something else. 

○ Dazzling: Confusing observers 
by randomizing or partially 
obscuring details. 

● Simulation (showing the false): 
○ Mimicking: Copying 

distinctive features of 
something genuine to create 
believable falsehoods. 

○ Inventing: Creating entirely 
new false realities (e.g., fake military equipment). 

○ Decoying: Diverting attention by presenting an alternate, 
compelling false narrative or object.  
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Know Thy Enemy: Ten Steps to a Successful Deception 
Operation 

Understanding how deceivers think helps readers recognize and combat 
deception more effectively. 

1. Clearly define strategic 
goals and constraints. 

2. Decide the desired reaction 
from the target. 

3. Identify and exploit the 
target’s expectations. 

4. Develop believable 
narratives and false 
patterns. 

5. Use consistent deceptive 
clues across multiple 
observation channels. 

6. Present alternative 
narratives credible enough 
to switch to if discovered. 

7. Exploit biases and 
psychological 
vulnerabilities. 

8. Create plausible deniability around deceptive actions. 

9. Reinforce false conclusions through repetition and conditioning. 

10. Maintain flexibility to adapt and reinforce deception if 
challenged. 
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Tactical Insights 

● Deceivers often provide clues that encourage targets to make 
false deductions independently, as self-derived misinformation is 
more convincing. 

● Propaganda rarely relies entirely on falsehoods; most effective 
deception mixes truth with strategic falsehoods. 

● Deception tactics often involve creating multiple channels of 
misinformation that reinforce each other, making 
cross-verification essential. 

How to Identify and Combat Deception  

● Dissimulation & Simulation: Propaganda combines hiding the real 
(dissimulation) and presenting false narratives (simulation). 
Always question what's omitted and what's overly emphasized. 

● Abductive Reasoning: Instead of accepting the surface narrative, 
identify anomalies or inconsistencies. Ask, “What doesn't add up 
here?” 

● Cognitive Bias Awareness: Recognize when your own biases 
(confirmation, availability, overconfidence, social proof) are 
being exploited. If something perfectly aligns with your existing 
beliefs, question it further. 

● First-Impression Caution: Be wary of initial reports or breaking 
news. First impressions create enduring perceptions, even if 
later corrected. 

● Coordinated Campaign Recognition: Notice when similar messages 
appear simultaneously across multiple channels—it's likely 
coordinated disinformation. 

● 80–90% Truth Rule: Effective deception often contains mostly true 
elements. Evaluate what's being subtly distorted or exaggerated. 
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Common Tactics 

Here are some common propaganda and misinformation tactics to watch 
for: 

● Emotional Manipulation (Appeals to Fear or Anger): Propaganda 
often targets our feelings before our 
thinking. Messages that make you feel intense 
fear, anger, or disgust could be trying to 
short-circuit your critical thinking. An 
appeal to fear seeks to build support by 
instilling anxiety or panic. For example, a 
misleading news post might over-hype crime 
stats to stoke fear, or use alarming language 
(“Disaster looming!”) to grab attention. 
Fear, uncertainty, and doubt (FUD) campaigns 
disseminate negative or false information to 
undermine trust. Similarly, content that 
triggers outrage (e.g., “Look what they are 
doing to us!”) is a red flag – it may be 

designed to go viral by hijacking our emotional responses. 
Research has found that false news often spreads faster than true 
news on social media, partly because it tends to be more novel or 
emotionally charged. One prominent study of Twitter showed that 
“misleading [false] articles routinely reached between 1,000 and 
100,000 users, whereas accurate news rarely reached more than 
1,000 users,” indicating false stories are significantly more 
likely to be shared. Notably, this isn’t just bots at work – 
human users (caught up in emotion or shock value) were largely 
responsible for spreading the false information (False news 
travels fast | News | Nature Index). So if a piece of content 
makes you feel a strong emotional surge, take a moment before 
reacting or sharing – it might be crafted to push your buttons. 

● Cherry-Picking and Confirmation Bias: Also known as card 
stacking, cherry-picking is presenting only evidence that 
supports one side while ignoring valid context or opposing data. 
Propagandists will take a kernel of truth and amplify it out of 
context. As mentioned earlier, they might “tell the truth, or 

https://www.nature.com/nature-index/news/false-news-travels-fast#:~:text=1%2C000%20Twitter%20users%2C%20but%20misleading,be%20retweeted%20than%20true%20ones
https://www.nature.com/nature-index/news/false-news-travels-fast#:~:text=1%2C000%20Twitter%20users%2C%20but%20misleading,be%20retweeted%20than%20true%20ones
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that selection of the truth which is requisite for [their] 
purpose”. For example, a partisan article 
might cite a single study (supportive of 
their stance) repeatedly, while omitting a 
dozen other studies that contradict it. 
Cherry-picked data feeds into our 
confirmation bias – our tendency to accept 
information that confirms what we already 
believe and reject what doesn’t. Be wary of 
arguments that seem to use only one or two 
examples as proof of a broad claim, or 
statistics without sources. If it sounds too 
perfectly aligned with one viewpoint, 
consider what might be missing. Always ask: 
Is there more to this story? Check if the 
source is ignoring important facts or 
counterpoints. 

● Astroturfing (Fake Grassroots Support): Astroturfing is the 
deceptive practice of creating a false 
impression of widespread grassroots support 
when in reality it’s orchestrated by a 
small group or an organization. (The term 
comes from “AstroTurf” fake grass – i.e., 
fake grassroots.) In politics, astroturf 
campaigns might involve lobbyists or PR 
firms disguising themselves as spontaneous 
citizen movements. For instance, a campaign 
might pay people to post coordinated 
comments on social media praising a 
candidate, making it look like a 
groundswell of public approval. In essence, 
astroturfers use fake grassroots efforts to 
manipulate public opinion and create an 

illusion of consensus where none exists. Online, this often means 
a single individual or team operates many fake accounts (bots or 
sockpuppets) to amplify a message – all while hiding their real 
identity or agenda. Telltale signs of astroturfing can include 
lots of nearly identical comments or tweets, profiles that lack 
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personal content (suggesting fakes), or one-sided praise that 
feels “too uniform.” Astroturfing is not just hypothetical – 
studies show it can measurably sway opinions. On Twitter, for 
example, an estimated 20% of the global trending topics in 2019 
were artificially generated by networks of fake or compromised 
accounts acting in concert. These fake trends can trick real 
users and even news outlets into believing a topic is hugely 
popular. How to spot it: If a social media thread has hundreds of 
comments that are oddly similar in wording or all coming from 
new/unverified accounts, be skeptical. It might be manufactured 
buzz. Likewise, if an online group purporting to be citizens for 
a cause popped up overnight with professional-quality branding 
and unclear funding, it could be astroturf rather than 
grass-roots. 

● False Dilemmas, Stereotypes, and Other 
Logical Fallacies: Propaganda frequently 
simplifies complex issues into 
black-and-white choices. Beware of false 
dilemmas like “you’re either with us or 
against us,” which force a binary view and 
ignore nuance. Stereotyping and 
name-calling (labeling a group with loaded 
terms like “traitors,” “terrorists,” or 
other derogatory names) are used to 
trigger prejudice (Propaganda techniques - 
Wikipedia). By attacking character or 
identity instead of the argument (ad 
hominem attacks), propagandists distract 
from substantive debate. Another fallacy is the straw man, where 
someone’s position is misrepresented so it can be easily 
attacked. If you notice an argument twisting an opponent’s words 
or oversimplifying the other side, that’s a sign of manipulative 
rhetoric rather than honest discussion. 

● “Firehose of Falsehood” (Information Overload): One modern 
propaganda strategy is sometimes called the firehose of 
falsehood. This technique involves broadcasting a large number of 
messages rapidly and repeatedly across multiple channels without 

https://en.wikipedia.org/wiki/Propaganda_techniques#:~:text=Stereotyping%20%2C%20name%20calling%20or,enemies%20with%20stereotyped%20racial%20features
https://en.wikipedia.org/wiki/Propaganda_techniques#:~:text=Stereotyping%20%2C%20name%20calling%20or,enemies%20with%20stereotyped%20racial%20features
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regard for truth or consistency (Propaganda techniques - 
Wikipedia). The idea is to overwhelm the audience with such a 
volume of claims (some true, many false, some contradictory) that 

people become confused or numb – and may 
start believing at least some of the 
falsehoods, simply due to repetition. This 
was observed in some state-sponsored 
disinformation campaigns (for example, 
Russian outlets pushing dozens of 
conspiracy theories about a single event). 
The “firehose” tactic works because even 
if each individual claim is debunked, the 
sheer barrage makes it hard for the truth 
to keep up. To spot this, notice if a 
source is throwing out numerous unfounded 
claims or constantly shifting narratives. 
If the story keeps changing or there’s a 
flood of “facts” with no sources, it may 

be a deliberate firehose strategy. Tip: In such cases, turn to 
trusted fact-checkers (more on these below) to see if these 
claims have been investigated. Don’t try to chase and internalize 
every sensational claim – that’s the goal of the firehosing 
propagandist. 

These are just a few of the many tactics (others include bandwagon 
appeals – “everyone is doing/thinking this, so should you”; testimonial 
abuse – citing fake “experts” or celebrities; whataboutism – deflecting 
criticism by accusing others of worse). By staying alert to these 
patterns, you can raise mental red flags when you encounter media that 
might be manipulative or misleading. 

 

https://en.wikipedia.org/wiki/Propaganda_techniques#:~:text=Firehose%20of%20falsehood%20A%20propaganda,regard%20for%20truth%20or%20consistency
https://en.wikipedia.org/wiki/Propaganda_techniques#:~:text=Firehose%20of%20falsehood%20A%20propaganda,regard%20for%20truth%20or%20consistency
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Strategies to Mitigate Propaganda’s Influence 

Being surrounded by propaganda and misinformation doesn’t mean we have 
to be swayed by it. Media literacy and a proactive approach to 
consuming information can dramatically reduce the influence of 
propaganda on your thinking. Here are some strategies: 

 

1. Pause and Verify Before Sharing: Propaganda often relies on us 
reacting impulsively. When you see a startling claim or 
emotionally charged post, pause. Ask yourself, “Is this from a 
reliable source? Do I know if it’s true?” A quick search or 
checking a fact-checking site can save you (and your 
friends/followers) from spreading a falsehood. Adopting the habit 
of “think before you share” is a simple but powerful way to stop 
the propagation of misinformation. 

2. Diversify Your News Diet: One way propaganda traps people is by 
siloing them in echo chambers where they only hear one 
perspective. To counter this, seek out multiple reputable news 
sources – especially for important issues. Include sources with 
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different editorial stances (for example, a center-right and a 
center-left outlet) to get a more balanced picture. If a claim 
only appears in highly partisan or fringe outlets but not in 
mainstream media, that’s a warning sign. By diversifying your 
media consumption, you’re less likely to accept any single 
outlet’s framing unquestioningly. It’s like getting a second 
opinion – crucial for forming well-rounded views. 

3. Practice Lateral Reading: This is a technique professional 
fact-checkers use. Instead of staying on one webpage and reading 
“vertically,” open new tabs and search what other sources say 
about the same topic (reading laterally across the internet). If 
you see a dubious claim on social media, do a quick lateral read 
– search the claim or keywords on a search engine to see if it’s 
been reported elsewhere or debunked. Verify unfamiliar 
organizations or experts by seeing what is said about them 
outside their own site. Lateral reading helps you quickly get 
context and avoid falling for a single source’s spin. 

4. Recognize Your Own Biases: We’re all prone to believing things 
that align with our existing beliefs. Propagandists exploit this 
by targeting messages to specific groups (for instance, 
disinformation that plays to the fears of a certain demographic). 
By being aware of confirmation bias – the urge to agree with info 
that validates our views – we can catch ourselves in the act. If 
you find yourself nodding along with a piece of content because 
it’s exactly what you want to hear, that’s a cue to scrutinize it 
further. Make a habit of asking, “What would someone who 
disagrees say about this? Am I sure this is true, or do I just 
hope it is?” 

5. Use Tools to Filter Misinformation: There are browser extensions 
and apps that can warn you about known propaganda sites or 
analyze the credibility of what you’re reading (we’ll list some 
in the next section). For example, some tools will flag if a 
webpage is known to publish conspiracy theories or if an image is 
potentially doctored. Using these as a “second pair of eyes” can 
supplement your own judgment. 
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6. Inoculate Yourself with Knowledge: Interestingly, researchers 
have found that preemptive education about common misinformation 
techniques can immunize people to some extent – much like a 
vaccine. By learning about tactics like fake news, phishing 
scams, or deepfake videos before you encounter them, you’re more 
likely to spot and resist them. Some media literacy programs and 
even games have been created for this purpose. For instance, 
gamified training modules let you step into the shoes of a 
misinformation creator (in a safe environment) so you learn the 
tricks of the trade – and thus recognize them in the wild. One 
study showed that a short online game boosted players’ ability to 
spot fake news significantly, by exposing them to strategies of 
“bad actors” in a simulated setting. So, consider taking an 
online course or playing a media literacy game to bolster your 
defenses. It’s an interesting and interactive way to build 
resilience. 

7. Engage in Critical Discussion: Discuss what you read with friends 
or family who think critically (and not just those who agree with 
you). Sometimes talking through a piece of news or a meme can 
reveal holes in it. The goal isn’t to argue, but to analyze 
together. If you’re not sure whether something is propaganda, ask 
others, “What do you make of this? Does it seem credible to you, 
and why or why not?” Collective wisdom can help in parsing 
complex information. Just be sure your discussion partners also 
value facts and logic. 

By actively applying these strategies, you can maintain a healthier 
information diet and reduce the impact of propaganda on your views. 
It’s about switching from passive consumption to active, mindful 
evaluation of the media you engage with. 
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Know The Framework 

Understanding how deception works from the deceiver's perspective is 
one of your most powerful tools. Deceivers—whether propagandists, 
manipulators, or con artists—generally follow a structured approach. 
Knowing their methods allows you to spot and unravel even 
sophisticated manipulation attempts. 

The 10-Step Framework of Deception 

Deceptive operations generally unfold through a structured, repeatable 
pattern. By knowing these steps, you can detect signs of deception 
early and avoid falling prey: 

1. Clear Goal Definition: 
The deceiver sets a specific 
outcome they want to 
achieve, framing their 
deception around this 
objective. 
 

2. Desired Reaction: 
They identify exactly how 
they want their target (you) 
to think, feel, or act in 
response to the deception. 
 

3. Exploit Expectations: 
They carefully understand 
what you expect to see or 
hear, so their deceptive 
narrative feels natural and 
believable. 
 

4. Develop Believable Narratives: 
Deceivers create plausible scenarios that appeal to your biases, 
interests, or emotional reactions. 
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5. Consistent False Clues: 
They spread consistent but misleading clues across multiple 
channels (news articles, social media, comments, influencers) to 
make their false story credible. 

6. Alternate Valid Narratives: 
They often prepare multiple believable explanations, ensuring 
they have backup narratives if their deception is partially 
uncovered. 
 

7. Bias and Vulnerability Exploitation: 
Propagandists rely on cognitive biases—confirmation bias, 
availability bias, and social proof—to strengthen false 
perceptions in their targets. 
 

8. Plausible Deniability: 
Effective deceivers ensure their actions or falsehoods can be 
explained innocently if questioned, helping maintain trust 
despite suspicion. 
 

9. Repetition and Conditioning: 
They reinforce false information repeatedly, conditioning their 
audience to accept certain statements or behaviors as normal. 
 

10. Flexible and Adaptive: 
Good deception can quickly adapt, shifting the narrative subtly 
in response to skepticism or investigation. 
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How to Use this Knowledge: 

To reverse-engineer deception effectively, follow these steps: 

● Ask About Goals: 
When encountering questionable content, ask, "What outcome does 
this message serve?" 
 

● Analyze Reactions: 
Identify your own immediate reactions—are they emotional, 
instinctive, or biased? Deception thrives on impulsive responses. 
 

● Question Expectations: 
Consider why this information seems believable or expected. Could 
your biases be targeted deliberately? 
 

● Look for Consistency Across Channels: 
Notice if similar messages appear simultaneously from multiple 
sources, suggesting coordinated misinformation. 
 

● Check Alternative Narratives: 
If you detect one falsehood, examine what other narratives might 
still be influencing your perceptions. 
 

● Challenge Plausible Deniability: 
Be wary of overly convenient explanations for suspicious or 
inconsistent facts. 
 

● Identify Repetition: 
Note how often certain messages repeat. High repetition, 
especially without new evidence, strongly indicates manipulation. 
 

● Detect Adaptability: 
If stories change subtly over time when challenged, it may 
indicate an attempt to preserve deceptive narratives. 
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Practical Questions to Counter Deception: 

● What assumptions am I making here? 
 

● What information might be deliberately omitted? 
 

● Why am I seeing this specific message now? 
 

● How else could this event or message be interpreted? 
 

● Have I verified this information from multiple independent 
sources? 
 

Remember, deception’s effectiveness depends heavily on its 
invisibility—once recognized, it loses much of its power. 

Stay skeptical, stay informed, and always ask questions. Your best 
defense against deception is your ability to think critically.  
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Fact-Checking Tools and Reliable Resources 

No one can manually verify every piece of information they come across 
– that’s where dedicated fact-checkers and verification tools come in. 
A whole ecosystem of organizations and browser tools exists to help 
users fact-check and verify news and social media content. Below is a 
list of reputable resources and tools: 

● Snopes (Snopes.com): One of the oldest fact-checking sites, great 
for debunking viral rumors, urban legends, and social media 
hoaxes. Snopes researchers investigate popular claims and rate 
them on a truthfulness scale (e.g., True, Mostly False, False, 
Mixture, etc.). If you see a viral story (like “Celebrity X died” 
or “New law does Y”), searching Snopes is a good start to see if 
it’s true or a scam. 

● PolitiFact: A Pulitzer Prize-winning fact-checking outlet focused 
on political claims. PolitiFact rates statements by public 
figures on a Truth-O-Meter from “True” down to “Pants on Fire” 
for the most absurd falsehoods. They provide analysis explaining 
why a claim is true or false, with sources. During elections, 
PolitiFact and similar groups are excellent for checking 
candidates’ assertions in debates and ads. 

● FactCheck.org: A nonpartisan fact-checker project from the 
Annenberg Public Policy Center. It monitors the factual accuracy 
of what U.S. politicians say in ads, speeches, interviews, and 
press releases. They often publish detailed debunkings of 
political misinformation, complete with citations. FactCheck.org 
is also a good resource for clarifying misleading viral claims 
that hit inboxes and social feeds. 

● Browser Extensions for News Verification: There are tools you can 
add to your web browser that automatically evaluate the 
credibility of websites you visit. For example, The Factual is a 
browser extension (and app) that scores news articles based on 
the quality of their sources, the neutrality of the language, and 
the author’s expertise (Tools That Fight Disinformation Online | 
RAND). It then gives each article a percentage grade and even 
suggests articles on the same topic with different perspectives. 

http://snopes.com
http://factcheck.org
http://factcheck.org
https://www.rand.org/research/projects/truth-decay/fighting-disinformation/search.html#:~:text=%2A%20
https://www.rand.org/research/projects/truth-decay/fighting-disinformation/search.html#:~:text=%2A%20
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Another tool, Trusted Times, uses machine learning to label 
articles or websites as verified, unreliable, biased, etc., and 
even provides summaries of trustworthy coverage on the topic. 
These tools can help you identify at a glance if a site is known 
for misinformation or extreme bias. (Other similar services 
include NewsGuard, Media Bias/Fact Check, and Ground News – each 
with their own rating methodologies.) 

● Reverse Image Search & Image Forensics: Misinformation isn’t just 
words – a lot of propaganda spreads through images and videos 
(think fake crowd photos, doctored images, or out-of-context 
video clips). If you suspect an image might not be what it 
claims, you can do a reverse image search (using TinEye or Google 
Images: upload the image or paste its URL to find where else it 
has appeared online). This can reveal if a viral photo is 
actually from a different event or years old. For deeper 
analysis, tools like Forensically (a suite of digital image 
forensic tools) let you check for signs of manipulation in an 
image. Likewise, the FotoForensics website can analyze metadata 
and error level in JPEGs to hint if an image was edited. Video 
verification tools and fact-checking organizations (like 
Storyful’s blog or Reuters Fact Check) often dissect viral videos 
to confirm authenticity. When you see a shocking image, doing a 
quick reverse search can save you from falling for a recycled or 
edited picture. 

● Trusted Organizations and Education Resources: Several reputable 
organizations specialize in promoting media literacy and 
debunking false information. The News Literacy Project 
(newslet.org) offers programs and tips for people of all ages to 
become savvy news consumers, and their website often breaks down 
trending fake news. First Draft (firstdraftnews.org) provides a 
verification toolkit and trainings for spotting misinformation, 
including a thorough “Verification Curriculum” for both 
journalists and the public (Tools That Fight Disinformation 
Online | RAND). Internationally, the Poynter Institute 
coordinates the International Fact-Checking Network (IFCN), which 
has a code of principles for fact-checkers – a good sign that a 
fact-checking site is trustworthy is if it’s a signatory of the 

http://newslet.org
http://firstdraftnews.org
https://www.rand.org/research/projects/truth-decay/fighting-disinformation/search.html#:~:text=%2A%20,Curriculum
https://www.rand.org/research/projects/truth-decay/fighting-disinformation/search.html#:~:text=%2A%20,Curriculum
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IFCN (e.g., AP Fact Check, AFP Fact Check, and many others 
worldwide are part of this network). Many mainstream news outlets 
also have dedicated fact-check teams now (for example, Reuters 
Fact Check, AP Fact Check, BBC Reality Check). Using these 
resources can help verify dubious claims. Finally, consider 
following a few reliable fact-check or debunking accounts on 
social media, so you’ll see corrections and explanations on your 
feed, not just the misleading content. 

● More: Full Fact - A UK-based independent fact-checking 
organization that verifies claims made by politicians and the 
media. They also develop automated fact-checking tools to monitor 
and respond to misinformation in real-time. Hoaxy - Developed by 
Indiana University, Hoaxy visualizes the spread of articles 
online, showing how misinformation and its fact-checks propagate 
through social networks. 

In a time when “fake news” and propaganda can spread at lightning 
speed, being an alert and informed media consumer is vital. Remember 
that propaganda thrives on our unexamined emotions and biases – but by 
staying curious, checking sources, and using the many tools at our 
disposal, we can cut through the noise. The goal isn’t to turn 
everyone into full-time detectives, but to adopt a healthy skepticism 
and proactive habits with the media we consume. By recognizing common 
propaganda tactics (from emotional appeals to astroturfing) and 
utilizing fact-checkers and verification tools, we empower ourselves 
to make decisions based on reality, not manipulation. In the end, 
resisting propaganda is about preserving our ability to think freely 
and critically in a crowded media landscape – an essential skill for 
any engaged citizen in the digital age. 
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Glossary 

 

Astroturfing – The practice of masking the sponsors of a message to 
make it appear as though it originates from grassroots participants. 

Cherry-Picking – Presenting only evidence that supports one side of an 
argument while ignoring relevant data that contradicts it. 

Cognitive Warfare - A form of conflict that targets human perception, 
reasoning, and trust through the manipulation of information, 
emotions, and attention. 

Confirmation Bias – The tendency to favor information that confirms 
pre-existing beliefs or values. 

Disinformation – Deliberately false information spread with the 
intention to mislead or manipulate. 

Echo Chamber – A closed environment (online or offline) where beliefs 
are amplified or reinforced by communication and repetition inside a 
defined system. 

Firehose of Falsehood – A propaganda technique involving rapid, 
continuous, and repetitive messaging across multiple channels, 
regardless of truth. 

Lateral Reading – A technique used by fact-checkers where you verify a 
source by looking at what others say about it, rather than accepting 
its claims at face value. 

Misinformation – False or inaccurate information, regardless of intent 
to deceive. 

Propaganda – Information, especially biased or misleading, used to 
promote a political cause or point of view. 

Straw Man – A misrepresentation of someone’s argument to make it 
easier to attack or refute.  
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If you found this ebook helpful, share it. 

Invite others to read it, discuss it, and begin asking better 
questions about the information they consume. 

For daily, unbiased summaries of new executive orders and regulatory 
actions — with no spin, no partisanship, and no commentary — sign up 
for the Policy Pulse email list at: 
 https://randallthomastech.com/policy-pulse 

Let’s create a more informed public — one reader at a time. 

 

https://randallthomastech.com/policy-pulse
https://randallthomastech.com/techpocalypse
https://randallthomastech.com/policy-pulse
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